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Abstract—To detect races precisely without false alarms, vector clock based race detectors can be applied if the overhead in time and space can be contained. This is indeed the case for the applications developed in object-oriented programming language where objects can be used as detection units. On the other hand, embedded applications, often written in C/C++, necessitate the use of fine-grained detection approaches that lead to significant execution overhead. In this paper, we present a dynamic granularity algorithm for vector clock based data race detectors. The algorithm exploits the fact that neighboring memory locations tend to be accessed together and can share the same vector clock archiving dynamic granularity of detection. The proposed heuristic for sharing vector clock is simple but robust, can result in performance improvement in time and space, and is with minimal loss in detection precision. The algorithm is implemented on top of FastTrack and uses Intel PIN tool for dynamic binary instrumentation. Experimental results on benchmarks show that, on average, the race detection tool using the dynamic granularity algorithm is 43% faster than the FastTrack with byte granularity and is with 60% less memory usage. Comparison with existing industrial tools, Valgrind DRD and Intel Inspector XE, also suggests that the proposed dynamic granularity approach is very viable.
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I. INTRODUCTION

Most embedded applications are constructed with multiple threads to handle concurrent events. Threads are synchronized for proper sharing of resource and data. Unfortunately, it is easy to misuse synchronization operations in multithreaded programming and threads may be vulnerable to race conditions and deadlocks. Ever increasing demands of multi-core processors aggravate this problem not only for embedded applications but for general desktop applications.

A data race occurs when a memory location is accessed concurrently by two different threads and at least one of the accesses is a write. Data races are hard to reproduce, find, and fix since a data race may only occur in a particular execution of the program and the race does not necessarily always cause observable errors in the program execution.

Over the past few years, several techniques have been developed to detect data races. Static analysis techniques [8, 20, 26] consider all execution paths for possible data races providing a better detection coverage than dynamic techniques but they suffer from excessive number of false alarms. On the other hands, dynamic techniques detect data races when execution paths are exercised and they largely fall into two categories: LockSet algorithms [23, 27] and happens-before algorithms [7, 19, 21, 22, 25]. In Eraser’s LockSet algorithm [23], data races are reported when shared variable accesses violate a specified locking discipline, i.e., the variable is not protected by the same lock consistently. For a given execution path, checking a lock discipline enables Eraser to detect potential data races as well as ones that actually happened in the program execution. Eraser may report many false alarms which hinder developers’ focus on fixing real problems. Eraser may also report false alarms by not being able to recognize synchronization idioms, e.g., a semaphore implementation using mutex locks.

Happens-before detectors are based on Lamport’s happens-before relation [12] and don’t report false alarms as the approach only checks any happens-before relation that actually occurs during the given execution paths. Based on the execution of a multithreaded program, a partial ordering of memory and synchronization operations can be defined. A pair of accesses to the same variable is concurrent when neither of the accesses happens before the other. The happens-before relation is realized by the use of vector clock [5] and there are largely two happens-before detection methods based on how shared accesses are represented and compared for the detection.

In the first method [21, 22, 25], a segment is defined as a code block between two successive synchronization operations and shared memory accesses are collected in a bitmap for each segment. In each thread a vector clock is collected to uncover any concurrent segments of running threads. If two concurrent segments contain shared memory accesses, the accesses are reported as data races. This method may incur a significant overhead in time despite of several optimization techniques such as clock snooping and merging segments [21, 22] as it requires set operations with the collected shared memory accesses.

In the second method [7, 19], other than a vector clock for each thread, each shared variable has two vector clocks for reads and writes which record access history of the variable by every thread. When a thread reads from a shared variable, the write vector clock of the shared variable is compared with the vector clock of the thread. A write-read data race is reported if the vector clock comparison reveals that the write and the read are not ordered by the happens-before relation. A similar protocol can be performed for a
write access. Having vector clocks for each shared variable can result in huge memory consumption. However, for applications developed in object-oriented languages, the memory requirement may be tolerable as large detection units such as fields or objects can be used.

Data race detection for embedded applications which are mostly written in C/C++ needs to consider fine granularity of data access (e.g., byte). It would seem to be a better choice to use the first happens-before detection method since having a vector clock for every shared read or write byte may make the detection infeasible. On the other hand, as shown in FastTrack [7], the second method can reduce the space and time overheads of vector clocks from \( O(n) \) (where \( n \) is the number of threads) to nearly \( O(l) \) with no loss in detection precision. While it may become feasible to detect races in C/C++ programs, the overheads using the FastTrack with fine granularity is still high for C/C++ programs, as illustrated in our experiment results.

In this paper, we present a dynamic granularity algorithm for vector clock based race detection. The detection granularity starts from byte and is dynamically adjusted as shared memory locations are accessed. A large detection granularity is adopted when neighboring bytes have the same vector clock. Thus, instead of multiple copies, a single copy of vector clock is shared among these neighboring bytes. Sharing the same vector clock among neighboring memory locations becomes feasible since (1) neighboring memory locations belonging to array or struct tend to be accessed together, (2) data structures are often accessed together during initialization even if they are separately protected afterward, and (3) some groups of shared memory locations are accessed only for one code block.

In the algorithm, a state machine is associated with a vector clock for read or write of a memory location and the state can be Init, Shared, Private, or Race. To minimize analysis overhead, the sharing decision for each read or write location is made at most twice for the lifetime of the location. Peak memory consumption is further reduced by temporarily sharing vector clock at the Init state. In addition, the possibility of false alarms caused by sharing vector clock is minimized as new sharing decision is made after the Init state.

We have developed a race detector based on FastTrack for C/C++ program and the dynamic granularity algorithm is implemented on top of the FastTrack implementation. Our experimental results on several benchmark programs show that the race detector using our dynamic granularity provides 43% speedup and 60% less memory over the FastTrack with byte granularity. Also we provide case studies on two popular data race detection tools: Valgrind DRD [16, 25] and Intel Inspector XE [11]. Our dynamic-granularity is about 2.2x and 1.4x faster than Valgrind DRD and Inspector XE, and consumes about 2.8x less memory than Inspector XE.

The rest of the paper is organized as follows. In the following section, a brief review of vector clock based race detectors is presented. Section III presents the proposed dynamic granularity algorithm. The implementation of data race detector using dynamic granularity are explained in Section IV. Section V shows experimental results on the tool with FastTrack as well as comparisons with Valgrind DRD and Intel Inspector XE. A concise survey of related works is described in Section VI and, in Section VII, we conclude the paper with future work.

II. VECTOR CLOCK BASED RACE DETECTORS

A. Preliminaries

The happens-before relation [12] over the set of memory and synchronization operations, denoted \( \rightarrow \), is the smallest relation satisfying,

- **Program order**: If \( a \) and \( b \) are in the same thread and \( a \) occurs before \( b \), then \( a \rightarrow b \).
- **Locking**: If \( a \) is a lock release and \( b \) is the immediately successive lock acquire on the same lock, then \( a \rightarrow b \).
- **Transitivity**: If \( a \rightarrow b \) and \( b \rightarrow c \), then \( a \rightarrow c \).

Two operations are concurrent if they are not ordered by the happens-before relation. A data race occurs when two memory operations are concurrent and at least one of them is a write.

A vector clock [5] is a vector of logical clocks for all threads and used to realize the happens-before relation. A vector clock is indexed with thread ids. For instance, in Figure 1, \( T_0[0] \) gives the logical clock of thread \( 0 \) in the thread \( l \)'s vector clock and after the lock(s) \( T_0[0] = 2 \). The execution of a thread is logically divided into code blocks by synchronization operations and the logical clock for the thread is incremented in every new code block. The logical clocks of other threads in a thread’s vector clock are updated through synchronization operations. Similarly, the access history of a shared memory location is recorded in vector clocks for the location. Then, the happens-before relation for the program execution is realized by the combination of the vector clocks of threads and shared memory locations.

B. DJIT+

DJIT+ [19] defines the execution of a thread as a sequence of *epochs*\(^1\) and a new epoch starts from every lock

\[ \begin{array}{c|c|c|c|c}
 T_0 & T_l & W_s & L_s \\
 1 & 1 & 0 & 0 \\
 \end{array} \]

\[ \begin{array}{c}
\text{lock}(s) \\
\text{unlock}(s) \\
\text{write}(x) \\
\text{lock}(s) \\
\text{write}(x) \\
\end{array} \]

Figure 1. An example execution of DJIT+ is shown. \( T_0 \) and \( T_l \) are vector clocks of thread \( 0 \) and thread \( l \), respectively. \( W_s \) and \( L_s \) are vector clocks for write \( x \) and lock \( s \), respectively. Solid arrows show happens-before relations and dotted arrows indicate vector clock updates by the operations.

---

\(^1\) Other synchronizations such as fork-join can be similarly defined. In this paper, we discuss synchronizations only with locking for clarity.

\(^2\) It is defined as *timeframes* in the paper. But we use *epochs* for the consistency of discussion.
release operation. DJIT+ detects only the first race for each memory location. For consecutive reads of a memory location in the same epoch, it is sufficient to check only the first read for the detection of the first race. This property is also true for consecutive write operations.

A thread \( i \) has a vector clock \( T_i \) in which \( T_i[i] \) (i.e., its’ own clock) is incremented upon every new epoch. A vector clock \( L_s \) of a synchronization object \( s \) is updated when thread \( i \) performs a lock release operation on \( s \) and is set to the element-wise maximum of \( L_i \) and \( T_r \). Upon a lock acquire operation of \( s \) by thread \( i \), \( T_i \) is updated as the element-wise maximum of \( L_i \) and \( T_r \). By the vector clock updates, happens-before relations for the program execution are constructed and a thread’s logical clock is updated. As synchronization operations play a role in conveying a thread’s clock to other threads, the thread’s vector clock is known to other threads.

For a memory location \( x \), the access history of read and write is represented with vector clocks \( R_x \) and \( W_x \), respectively. Upon the first read of \( x \) in an epoch at thread \( i \),

1) A write-read data race is reported if there is another thread \( j \) whose write to \( x \) is not known to thread \( i \), i.e., \( W_x[j] \geq T_i[j] \). If there was a synchronization from thread \( j \) to thread \( i \) between the write and the read, then the accesses should have been ordered and \( W_x[j] < T_i[j] \).

2) Thread \( i \) updates \( R_x \) such that, \( R_x[i] = T_i[i] \).

A similar protocol can be applied to write operations. Figure 1 shows an example of how DJIT+ detects a data race. In the example, the write on \( x \) in thread 0 is a data race since \( W_x[0] \geq T_i[0] \).

By the property of checking only the first read and write in an epoch, run-time performance can be significantly improved. However, there still exists a huge overhead in time and space for maintaining the vector clocks of shared memory locations.

C. FastTrack

FastTrack [7] is based on DJIT+ and provides a significant performance enhancement over DJIT+ with the same detection precision as DJIT+. FastTrack exploits the insight that, in most cases the last access of a memory location can provide enough information for detecting data races instead of using the full vector clock representation. An epoch representation denotes the last access of a memory location. If the last access was by a thread \( t \) at logical clock \( c \), then the epoch is denoted \( c@t \) using only two scalars. For all writes to a memory location, the epoch representation can be used instead of the full vector clock because all writes to the location are totally ordered by the happens-before relation before the first race on the location. This leads to a reduction in time and space overhead from \( O(n) \) (where \( n \) is the number of threads in the execution) to \( O(1) \). For read operations, the epoch representation cannot be used all the time since read operations can be performed without locking (i.e., read shared). Thus, read vector clock, \( R_x \), is replaced with an adaptive representation which uses a full vector clock only when the read is shared with other threads without protection. Based on the adaptive representation, the overhead for reads can be reduced from \( O(n) \) to nearly \( O(1) \).

III. Dynamic Granularity Algorithm

FastTrack is a fast and space-efficient race-detection tool but it still needs to keep vector clocks for each memory location. This is not problematic for object-oriented programming languages since detection unit can be either a field or an object. For C/C++ programs, it is not easy to detect data structure boundaries (e.g., dynamically allocated struct or array) and moreover data are often protected in fine grained (e.g., a byte or a word). A simple way to rectify the problem is to use a fixed granularity. However using a granularity larger than a word would produce a large number of false alarms and does not help reducing the overheads for many cases as shown in our evaluation results.

In this section, we present a dynamic granularity algorithm which enables vector clock based race detectors to use detection granularity as large as possible with minimal false alarms. The algorithm is described on the assumption of using DJIT+ or FastTrack detectors; a thread’s execution is defined as a sequence of epochs, and for consecutive accesses of a memory location in an epoch, only the first read and write are checked. In the description, two vector clocks are the same when they are the same size and their contents are of equal value, and both a vector clock and an epoch representation are referred to as a vector clock.

The dynamic granularity is realized by sharing vector clock with neighboring memory locations. The sharing heuristic is based on the following observations:

1. Neighboring memory locations (e.g., array, struct) tend to be accessed together whether the locations have data races or not. Hence, they can have the same vector clock.

2. At initialization, a data structure is often accessed in its entirety, e.g., zero-out an array, even if its elements are protected separately afterward.

3. There are groups of memory locations that are accessed only in one epoch for the entire lifetime of the location, e.g., dynamically allocated memory locations that are used temporarily.

With these observations, the dynamic granularity algorithm is realized with a vector clock state machine that is described in the following subsection.

A. Vector Clock State Machine

For a memory location, we maintain a read location and a write location separately. Hence, only the same access type (read or write) of vector clocks can be shared. Let \( L \) be a location which can be either a read or write location. When \( L \) is accessed for the first time, a vector clock is created for it. The sharing state of each location is maintained by a state machine attached to its vector clock as shown in Figure 2. The state machine basically has four states. In the first epoch access, the vector clock is temporarily shared with its neighbor if the neighbor has the same vector clock. When the second epoch access begins at a location, the shared vector clock at the location is split and new sharing decision is made.
A neighbor of L is a memory location adjacent to L that is considered to share potentially a vector clock with L. A location L can have two neighbors that one is located left (a predecessor of L) and the other is located right (a successor of L). During the first epoch, the neighbors are the nearest predecessor and successor that have valid vector clocks. A new access to a location L initiates a vector clock in the Init state. This vector clock can be shared with L’s neighbors if they have the same clock value and are in the Init state as well. For an access to a location L in the 2nd epoch, the neighbors are at locations L-size and L+size where size is the data size of the access. As long as the neighbors are not in the Init or Race state, we compare the vector clock of L with those of its neighbors. If the vector clocks are equal, the state is set to Shared. Otherwise, it is Private.

Each vector clock can be in one of the following 4 states:

- **Init**: When L is accessed first time, its vector clock is initiated and is set to this state until the next epoch access. This Init state is intended to approximate the initialization process. Note that elements of a data structure may be initialized together and have the same vector clock during the first epoch. However, starting from the 2nd epoch, the elements may be accessed separately and have their own private vector clocks.

- **Shared**: When there is no neighbor that has the same vector clock as L, the state of L becomes Shared. If there are memory locations sharing the same vector clock with L, the sharing is terminated and each of these locations become Race and is assigned with a private vector clock.

- **Private**: When there is no neighbor that has the same vector clock as L, the state of L becomes Private on the second epoch access.

- **Race**: On a data race, the state of L becomes Race. If there are memory locations sharing the same vector clock with L, the sharing is terminated and each of these locations become Race and is assigned with a private vector clock.

### Dynamic Granularity

The dynamic granularity is achieved by sharing vector clocks with neighboring address locations. The detection starts with byte granularity for every location and the granularity is increased as more neighboring locations share the same vector clock. The vector comparison to determine vector clock sharing can be an expensive operation. However, following the vector clock state machine, there can be at most two sharing decisions for the lifetime of a memory location and it requires only O(1) time overhead in most cases when the FastTrack algorithm is used. In fact, we can have a significant performance enhancement by the use of dynamic granularity since, as we change to a large granularity, multiple accesses may be treated as the same epoch accesses.

### IV. Implementation

We have implemented the FastTrack algorithm for data race detection of C/C++ programs with fixed (byte and word) and dynamic granularities. Intel PIN tool 2.11 [13] is used for dynamic instrumentation of the programs.

#### A. Instrumentation

To trace all shared memory accesses, every data access operation is instrumented. If an instruction accesses non-shared memory (e.g., stack), the instrumentation routine returns immediately. Figure 3 shows pseudocode for memory read instructions. Memory write can be similarly described and we omit the FastTrack algorithm for clarity.

When an access is not the first read or write in an epoch, vector clock updates and data race checking on that access can be skipped according to the FastTrack algorithm.
void memoryRead(uint addr, uint size, uint tid) {
    if (nonSharedRead(addr) || sameEpoch(tid, addr))
        return;

    Location L = findReadAccess(addr);
    if (!L) {
        // The first access of addr
        L = insertRead(addr, size);
        shareFirstEpoch(L, addr, size); // Temporary sharing
        L->state = Init;
    } else if (L->state==Init) {
        // Second epoch access
        split(L, addr, size); // Split for new sharing
        shareSecondEpoch(L, addr, size); // New sharing decision
        if (L->count>1)
            L->state = Shared;
        else
            L->state = Private;
    }
    // If race found on addr, split all vectors sharing with L
    // and set states of locations to Race
    if (raceFound(addr))
        splitAndSetRace(L, addr);
    // Remember access L into bitmap for this thread
    // The bitmap is reset at the next epoch of this thread
    insertEpochAccess(tid, addr);
}

Figure 3. Instrumentation code for memory read.

Checking the same epoch access can be costly since looking up a vector clock from a global data structure requires synchronization of threads. To reduce overhead, a per-thread bitmap is implemented. When the first access is made in an epoch, the access is set in the bitmap and the bitmap is reset for every lock release operation. Because the bitmap is a thread local data structure, checking the same epoch is more efficient than looking up a global data structure.

The mechanism for dynamic granularity is invoked at first two epochs for each read or write location. Thus, the overhead can be negligible. Also it will be straightforward to apply dynamic granularity into existing data race detection tools.

B. Indexing Structure

To find the vector clock of each read or write location, a chained hash table is implemented as shown in Figure 4. For efficient sequential processing such as deleting vector clock entries from free() and vector clock sharing process, each hash chain entry has an indexing array which can contain up to m pointers for vector clock entries. For a 32-bit address, the upper address (upper 32-log_2m bits of the address) is hashed into the table to locate the corresponding hash entry. The vector clock entry for the address is indexed using the lower address (lower log_2m bits of the address).

The size of the indexing array in the hash entry changes according to memory access patterns, thus saving memory on the indexing array. When a new hash entry is created, it starts with an array of m/4 pointers since the most common access pattern is word access. When a byte access (i.e., the address is not word or half-word aligned) is detected, the array is expanded to have m pointers.

Figure 4. Top: A separate chaining hash table implementation. Each entry can contain m addresses (shown a case m=128). Bottom: The size of indexing array in a hash entry is changed from m/4 to m when byte granularity access begins in the entry.

V. Evaluation

In this section, we present the effectiveness of our dynamic granularity algorithm. First, we show our experimental results of the FastTrack with fixed (byte and word) and dynamic granularities. Second, analysis results on the state machine are presented. Lastly, performance measures of two popular data race detection tools, Valgrind DRD [16, 25] and Intel Inspector XE [11], are compared with the FastTrack using dynamic granularity. All experiments were performed on Ubuntu 12.04 with kernel version 3.2.0 and Intel Core Duo CPU with 4 GB of RAM.

All experiments were run with 11 benchmarks: 8 from the PARSEC-2.1 benchmark suite [1] that are implemented with the POSIX thread library and 3 from popular multithreaded applications: FFmpeg [4], a multimedia encoder/decoder; pbzip2 [9], a parallel version of bzzip2; and hmmsearch [6], a sequence search tool in bioinformatics. For input sets of the PARSEC benchmark programs, the simsmall input set is used for raytrace while the simlarge is used for the rest 7 programs. Input for the other three programs is chosen to have similar run times as the PARSEC benchmark programs.

A. Performance and Detection Precision

Table 1 shows overall experimental results of the FastTrack with the three different granularities. “Total shared accesses” column shows the total number of shared reads and writes during each benchmark program run. “Max. # of vectors in byte granularity” column indicates the maximum number of vector clocks present for the execution of each program in byte granularity run. These two columns, combined with the number of threads, give us a general idea of the instrumentation overhead in the detection. “Slowdown” and “Memory overhead” columns report runtime and memory overheads of each detection mechanism.
as the ratios to the run time and maximum memory used in the un-instrumented program execution. “# of Detected Data Races” columns show the number of data races detected by each granularity detector.

**Overall Results.** The results show that the dynamic granularity detector is on average 1.43x and 1.25x faster than the byte-granularity and the word-granularity detectors, respectively. For memory overhead, on average the dynamic granularity detector consumes 60% less memory than the byte granularity detector and 23% less memory than the word granularity detector.

For benchmarks facesim, fluidanimate, raytrace, canneal, streamcluster, and hmmsearch, memory consumption is neither reduced nor does detection become faster when we switch from byte granularity to word granularity. Since the sizes of most accesses in those benchmarks are equal to or greater than a word, no vector clock is created for non-word-aligned locations. Thus, using word granularity does not help to reduce the overhead of vector clock operations. However, except for raytrace, canneal, the use of dynamic granularity enhances the detection both in time and memory space. This suggests the advantage of using a large granularity crossing word boundaries. The results from ferret and pbzip2 show improvements both in word granularity and dynamic granularity, but the use of dynamic granularity has more benefits than the use of word granularity. It may be strange to see that the factor of memory overhead for dedup is 1.0 for all detectors. Note that the maximum overhead does not always occur when the maximum memory is used in the benchmark. In fact, dedup uses a large amount of memory (about 2.7 GB) at the beginning of the execution when the detection overhead is close to zero. Then, the memory usage is gradually decreased while the peak memory overhead from the detectors occurs afterward.

For detection precision, there are few discrepancies among the detectors as shown in Table 1. With word granularity, 993 data races are reported for x264 while the dynamic granularity detector reported more data races. When word granularity is used, non-word-aligned addresses are masked to word boundary and data races for those locations are detected as one race. That is how the word granularity detector reported less number of data races for x264. We carefully inspected data races from x264 found by the dynamic granularity detector and noticed that there were 4 write locations which were sharing a vector clock with one location having a data race. More data races from ffmpeg by the word granularity detector and from streamcluster by the dynamic granularity detector are found to be false alarms due to inaccurate updates of vector clocks when large detection granularities are used.

**Memory Overhead.** Table 2 shows the details of memory overhead. For each granularity, three major overhead factors are shown. The “Hash” column indicates the maximum memory used for hash tables and hash entries to index vector clocks. The “Vector clock” column gives the maximum memory used to store vector clocks. The third column, “Bitmap”, is the maximum memory used for bitmap data structures for checking same epoch accesses. The overhead is measured based on object size and is slightly underestimated since the size of memory allocated for a data object is usually little more than the actual size of the type.

The dynamic granularity algorithm saves a substantial amount of memory used for vector clock allocations (as shown in “Vector clock” columns). Another view of memory savings on vector clocks is shown in Table 3 which lists the maximum numbers of vector clocks during program executions. On average, the dynamic granularity detector uses roughly 4x and 3x less memory for vector clocks than the byte granularity and the word granularity detectors, respectively. Indexing costs of the byte granularity and the dynamic granularity detectors are almost same since the use of dynamic granularity does not save memory on indexing vector clocks (as shown in “Hash” columns). The use of word granularity saves memory on indexing for some benchmark programs because the addresses are mostly word-aligned, thus using smaller indexing arrays in hash entries.
The average slowdown for the cases of PBZIP2 is 1.78. The average number of same epoch accesses for PBZIP2 is 33.3 under dynamic granularity as shown in Table 3. This implies that there will be about 33 times less vector clock creation and deletion operations. The other interesting case is DEDUP. The program has the same percentage of same epoch accesses for both byte and dynamic granularities and the average number of sharing vector clocks is only 1.7. However, the dynamic granularity detector is 1.78x faster than the byte granularity detector. The reason is that there are an excessive number of dynamic memory locations in DEDUP. On average, there is about 1.7 GB of memory allocated and de-allocated in the 11 benchmark programs whereas it is 14GB in DEDUP.

### Analysis of State Machine

The sharing decision for realizing dynamic granularity is made twice for the lifetime of a location L (read or write). In the first epoch, L tries to share a vector clock with its neighbors temporarily. In the second epoch, a new sharing decision is made for the rest lifetime of L. We make a firm sharing decision at the second epoch (after initialization of L) since some groups of data structures can be initialized at the same segment of code even if they are accessed separately afterward. This design makes the sharing decision accurate. The temporary sharing at the first epoch may save a considerable amount of memory because there could be groups of locations that are accessed together only once in the same epoch and if that is the case, we do not have to keep a separate vector clock for each of them. Notice that there is no possibility of false alarms by the temporary sharing at the Init state. Table 5 shows the effectiveness of this design. Column 2 and 3 show the maximum memory used without and with temporarly sharing at the first epoch. Column 4
Table 4. Measures of same epoch accesses

<table>
<thead>
<tr>
<th>Benchmark Program</th>
<th>Slowdown</th>
<th>Same epoch</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Byte Granularity</td>
<td>Word Granularity</td>
</tr>
<tr>
<td>facesim</td>
<td>138</td>
<td>138</td>
</tr>
<tr>
<td>ferret</td>
<td>65</td>
<td>57</td>
</tr>
<tr>
<td>fluidanimate</td>
<td>87</td>
<td>87</td>
</tr>
<tr>
<td>raytrace</td>
<td>27</td>
<td>27</td>
</tr>
<tr>
<td>x264</td>
<td>75</td>
<td>55</td>
</tr>
<tr>
<td>canneal</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>dedup</td>
<td>152</td>
<td>76</td>
</tr>
<tr>
<td>streamcluster</td>
<td>245</td>
<td>245</td>
</tr>
<tr>
<td>ffmpeg</td>
<td>121</td>
<td>106</td>
</tr>
<tr>
<td>pbzip2</td>
<td>64</td>
<td>49</td>
</tr>
<tr>
<td>hmmsearch</td>
<td>84</td>
<td>83</td>
</tr>
</tbody>
</table>

Average 97 85 68 77% 83% 89%

Table 5. Comparisons of state machines with different configurations

<table>
<thead>
<tr>
<th>Benchmark program</th>
<th>Max. Memory(MB)</th>
<th># of Detected Data Races</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No sharing at Init</td>
<td>Sharing at Init</td>
</tr>
<tr>
<td>facesim</td>
<td>2180</td>
<td>1317</td>
</tr>
<tr>
<td>ferret</td>
<td>1808</td>
<td>1302</td>
</tr>
<tr>
<td>fluidanimate</td>
<td>604</td>
<td>551</td>
</tr>
<tr>
<td>raytrace</td>
<td>348</td>
<td>334</td>
</tr>
<tr>
<td>x264</td>
<td>470</td>
<td>442</td>
</tr>
<tr>
<td>canneal</td>
<td>550</td>
<td>530</td>
</tr>
<tr>
<td>dedup</td>
<td>2729</td>
<td>2730</td>
</tr>
<tr>
<td>streamcluster</td>
<td>142</td>
<td>111</td>
</tr>
<tr>
<td>ffmpeg</td>
<td>301</td>
<td>294</td>
</tr>
<tr>
<td>pbzip2</td>
<td>359</td>
<td>225</td>
</tr>
<tr>
<td>hmmsearch</td>
<td>107</td>
<td>99</td>
</tr>
</tbody>
</table>

Average 873 721

shows the number of detected data races without the Init state, i.e., no temporary sharing and the sharing decision is made only once in the first epoch. Comparing with column 5 in which the Init state is added, there could be many false alarms as the consequence of improper sharing decisions made only in the first epoch. In addition, the results suggest that there are considerable numbers of memory locations that are used only in one epoch.

C. Case Studies

In this section, we present experimental results on two popular data race detection tools, DRD in Valgrind-3.8.1 [25] and Intel Inspector XE 2013 [11] update5. Also comparison results with our dynamic granularity on FastTrack are given. DRD, a tool for programs written with the POSIX library, detects various errors including data races, lock contention delays, and misuses of the POSIX library. The race detection algorithm in DRD is based on RecPlay [21]. Since DRD does not keep vector clocks for each memory location in its segment comparison approach, we expect that DRD uses less memory but is slower than FastTrack. Intel Inspector XE is a memory and thread error checker that is capable of detecting various errors including data races, deadlocks, and cross-thread stack access.

Inspector XE provides a GUI with comprehensive analysis reports, including the source code location of an error, calling stack analyses, and suggestion for fixing any detected errors. Likewise, DRD provides execution context for each error as well as the location that the error occurs. Race report from our implementation of FastTrack is not as comprehensive as the two tools, but we provide the location of a race along with the previous access location, thread ids, and the race memory address. The information should be sufficient for developers to fix the problems easily.

For Inspector XE, the command-line version was used and only data race detection is enabled. The two tools used byte granularity and all tools, including our dynamic granularity version of FastTrack, traced all modules including shared libraries. For the dynamic granularity detector, we applied the similar suppression rules as in DRD, e.g., suppressed data races detected from libc and ld. The dynamic granularity detector and DRD report the first race for each memory location while Inspector XE uses a combination of instruction pointers and timeline when a race occurs to distinguish races. Thus Inspector XE may report the same accesses on a specific memory location as multiple races or multiple accesses issued at the same instruction points as one race. DRD and Inspector XE classify the detected data races with execution context, but in the experimental results we list the raw number of data races before the classifications.

The comparison results are shown in Table 6. Both Inspector XE and DRD exited on dedup runs with out of memory warnings. DRD on fluidanimate and Inspector XE on ffmpeg ran for more than 24 hours before we stopped the analyses.

As we expected before the experiment, DRD is slower than the FastTrack with dynamic granularity and even slower than the FastTrack with byte granularity, but DRD consumes less memory than the FastTrack with dynamic granularity. The comparison results also suggest that the dynamic granularity detector is as accurate as the other two tools. All three tools detected the same race for hmmsearch (Inspector XE reported the same race one more time in a different timeline). The dynamic granularity detector and Inspector XE reported the same races for three benchmarks ferret, fluidanimate, and streamcluster. For raytrace, the dynamic granularity detector and DRD reported the same races, but DRD reported more races from pthread library which was suppressed by the dynamic granularity detector. DRD detected no race for ffmpeg while the dynamic granularity detector reported one race. We manually inspected the source code and found that it was a data race by the two worker threads accessing a shared variable without protection.
Based on object performance evaluations, a software race detector is enabled and aware of user defined synchronizations. The sampler starts at a 100% sampling rate and the sampling rate is adaptively decreased until it reaches a lower bound. Unfortunately, the idea of adaptive granularity. The detection granularity starts before relation happens. In MultiRace, the number of detection operations is reduced based on the information produced from LockSet and false alarms from LockSet are filtered out by happens-before relations. ThreadSanitizer [24] is a hybrid race detector for C++ programs that offers tunable options to users. Its dynamic annotations allow the detector to be aware of user defined synchronizations. Thus the tool hides certain false alarms and benign races. RaceTrack [27] incorporates the happens-before relation into the LockSet algorithm and only report races caused by concurrent accesses. One interesting idea in RaceTrack is the use of adaptive granularity. The detection granularity starts from object level and becomes field level when a potential race is detected. Unfortunately, the idea, based on object references, is not applicable to C/C++ programs.

LiteRa [14] is a sampling based race detector grounded in the cold-region hypothesis that infrequently accessed areas are more likely to have data races than frequently accessed areas. Accesses to code regions of different function units are sampled while all synchronization operations are collected. The sampler starts at a 100% sampling rate and the sampling rate is adaptively decreased until it reaches a lower bound.

VI. RELATED WORK

Aside from the 3 basic approaches for race detections, [7, 19, 21, 22, 23, 25, 27], a variety of hybrid race detectors have been proposed in which Eraser’s Lockset algorithm is combined with the happens-before algorithm to have better detection coverage and to avoid false alarms. O’Callahan and Choi [17] have proposed a race detection algorithm in which a subset of happens-before relations is added to a Lockset based detector. The detector is optimized by detecting redundant event accesses and by the use of a “two phase” approach of detailed and simple mode detections. MultiRace [19] combines DJIT+ and Lockset algorithm and only check the first access in each time frame. In MultiRace, the number of detection operations is reduced based on the information produced from LockSet and false alarms from LockSet are filtered out by happens-before relations. ThreadSanitizer [24] is a hybrid race detector for C++ programs that offers tunable options to users. Its dynamic annotations allow the detector to be aware of user defined synchronizations. Thus the tool hides certain false alarms and benign races. RaceTrack [27] incorporates the happens-before relation into the LockSet algorithm and only report races caused by concurrent accesses. One interesting idea in RaceTrack is the use of adaptive granularity. The detection granularity starts from object level and becomes field level when a potential race is detected. Unfortunately, the idea, based on object references, is not applicable to C/C++ programs.

PACER [2] is another sampling based race detector that periodically samples all threads and offers a detection rate proportional to the sampling rate. These approaches offer reasonable detection rate with minimal overhead, but may miss critical data races.

As an alternative to software only race detectors, several hardware assisted race detectors have been proposed. In SigRace [15], data addresses are automatically encoded in hardware address signatures and in a hardware module. The signatures are intersected with those of other processors to detect data races. Greatehouse et al. [10] proposed a demand-driven race detector that utilizes cache performance counters to detect data sharing between threads. When the data sharing is detected, a software race detector is enabled and run until there is no more data sharing. These approaches are efficient but require specific hardware making them impractical.

While many researchers have focused on data race detection algorithms for Java programs, only a few of which have presented evaluation results for existing data race detection tools on C/C++ programs. Aikido [18] is a framework for shared data analysis in which sharing data is detected using per-thread page protection technique. The Aikido sharing detector is complementary to dynamic granularity and is effective to remove the instrumentation overhead of no-shared memory accesses. IFRit [3] is a dynamic race detection algorithm for C/C++ programs based on interference-free region which can limit the range of code instrumentation. IFRit has been compared with FastTrack and ThreadSanitizer [24]. Both researches applied the PARSEC benchmark suite in their performance evaluations, but only the smsgsmall input set was used and no memory overhead was reported. Moreover, none of them made an attempt to compare their tools with commercial grade data race detection tools.

Table 6. Performance comparison of Valgraind DRD, Intel Inspector XE and FastTrack with dynamic granularity

<table>
<thead>
<tr>
<th>Benchmark program</th>
<th>Base time (sec)</th>
<th>Base Memory (MB)</th>
<th>Slowdown</th>
<th>Memory Overhead</th>
<th># of Detected Data Races</th>
</tr>
</thead>
<tbody>
<tr>
<td>facesim</td>
<td>6.1</td>
<td>288</td>
<td>59</td>
<td>128</td>
<td>102</td>
</tr>
<tr>
<td>ferret</td>
<td>6.7</td>
<td>146</td>
<td>748</td>
<td>87</td>
<td>52</td>
</tr>
<tr>
<td>fluidanimate</td>
<td>2.0</td>
<td>248</td>
<td>--</td>
<td>89</td>
<td>81</td>
</tr>
<tr>
<td>raytrace</td>
<td>9.5</td>
<td>170</td>
<td>42</td>
<td>17</td>
<td>27</td>
</tr>
<tr>
<td>x264</td>
<td>2.2</td>
<td>49</td>
<td>143</td>
<td>246</td>
<td>64</td>
</tr>
<tr>
<td>canneal</td>
<td>6.5</td>
<td>104</td>
<td>31</td>
<td>41</td>
<td>13</td>
</tr>
<tr>
<td>dedup</td>
<td>7.7</td>
<td>2682</td>
<td>--</td>
<td>--</td>
<td>85</td>
</tr>
<tr>
<td>streamcluster</td>
<td>3.8</td>
<td>30</td>
<td>66</td>
<td>108</td>
<td>137</td>
</tr>
<tr>
<td>ffmpeg</td>
<td>3.0</td>
<td>95</td>
<td>120</td>
<td>--</td>
<td>109</td>
</tr>
<tr>
<td>pbzip2</td>
<td>5.7</td>
<td>67</td>
<td>64</td>
<td>99</td>
<td>39</td>
</tr>
<tr>
<td>hmmsearch</td>
<td>26.6</td>
<td>23</td>
<td>74</td>
<td>64</td>
<td>45</td>
</tr>
</tbody>
</table>

Average: 150 98 68 3.6 12.2 4.3
VII. CONCLUSIONS

In this paper, we have presented a dynamic granularity algorithm for C/C++ programs that enables vector clock based race detectors to adjust detection granularity. A vector clock state machine is employed to determine when vector clocks can be shared. The state machine also considers the initialization patterns of data structures. Thus, possible false alarms due to vector clock sharing can be reduced.

Our experimental results show that the dynamic granularity detector outperforms the FastTrack with both byte or word granularity and also outperforms two existing data race detection tools, Valgrind DRD and Intel Inspector XE.

We plan to extend our work by optimizing the sharing algorithm. The current work maintains read and write vector clocks separately. The decision of sharing read vector clocks can be guided by the status of write vector clocks. We also plan to enhance the vector clock state machine to accommodate access behavior after the second epoch so that the detection granularity can be changed more dynamically.
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